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Networks of citizen scientists (CS) have the potential to observe biodiversity and species distributions at
global scales. Yet the adoption of such datasets in conservation science may be hindered by a perception
that the data are of low quality. This perception likely stems from the propensity of data generated by CS
to contain greater levels of variability (e.g., measurement error) or bias (e.g., spatio-temporal clustering)
in comparison to data collected by scientists or instruments. Modern analytical approaches can account
for many types of error and bias typical of CS datasets. It is possible to (1) describe how pseudo-replica-
tion in sampling influences the overall variability in response data using mixed-effects modeling, (2) inte-
grate data to explicitly model the sampling process and account for bias using a hierarchical modeling
framework, and (3) examine the relative influence of many different or related explanatory factors using
machine learning tools. Information from these modeling approaches can be used to predict species dis-
tributions and to estimate biodiversity. Even so, achieving the full potential from CS projects requires
meta-data describing the sampling process, reference data to allow for standardization, and insightful
modeling suitable to the question of interest.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Evaluating global changes in the distribution and diversity of
Earth’s biota requires datasets of ambitious proportions where ef-
fort is shared over hundreds, or even thousands of individuals (Sil-
vertown, 2009). In recent decades, volunteers, often labeled as
‘citizen scientists’ (CS), have been central to the collection of
broad-scale datasets allowing the scientific community to address
questions that would otherwise be logistically or financially unfea-
sible, even for the most dedicated scientific team (Dickinson et al.,
2010; Stuart-Smith et al., in press). Consequently, volunteer net-
works provide an opportunity to answer conservation-related
questions on the broad temporal and spatial scales that are rele-
vant to understanding global biodiversity patterns. As proof of this
concept, long-running volunteer monitoring programs have gener-
ated thousands of peer-reviewed papers (Sullivan et al., 2009) and
can thus offer models for the development of similar programs in
novel systems (Bonney et al., 2009).
As well as providing a practical means of addressing large-scale
questions in ecology, involving citizens in the collection of data has
a number of benefits to conservation-related projects. By being
inclusive and engaging large numbers of people, CS projects can
bring important publicity and discourse on conservation issues,
and provide opportunities for the public to take an active role in
management and conservation (Pattengill-Semmens and Sem-
mens, 2003). Additionally, CS projects can often afford to be more
exploratory than more regimented monitoring programs, making
observations of rare events possible with sightings from large net-
works of volunteers that span broad spatial scales. Given these
advantages, the capacity for addressing global-scale conservation
may well rest in the realm of citizen science (Silvertown, 2009).

In spite of the proven success and potential for using CS data-
sets to address pressing global issues, there has been intense de-
bate over the utility of such data in a scientific framework.
Detractors suggest that involving large numbers of individuals
with varying skill and commitment will lead to decreased precision
in measurements such as in the identification or counting of spe-
cies. Moreover, significant sources of bias may be present in the
data, such as under-detection of species or the non-random distri-
bution of effort (Crall et al., 2011). Such concerns have motivated
CS projects to maximize the quality of data collected through
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improved sampling protocols and training (Edgar and Stuart-
Smith, 2009), database management (Crall et al., 2011), and filter-
ing or subsampling data to deal with error and uneven effort (Wig-
gins and Crowston, 2011; Wiggins et al., 2011). However, in many
broadly distributed databases it may be impossible to implement
rigid protocols or to eliminate all sources of error and bias. Thus,
global CS datasets will likely violate the basic assumptions of some
statistical analyses.

Fortunately, the issues of error and bias that are often present in
CS data are not unique; analogous problems exist in datasets
across a wide variety of disciplines and can be addressed using a
suite of analytical approaches. In many cases, CS databases resem-
ble the data collected for meta-analytical and landscape ecology
syntheses where methods for accurately estimating and incorpo-
rating within-study or within-observer variability are key to draw-
ing conclusions from the data (Hedges et al., 2010). For complex
datasets, machine learning (ML) approaches are available that
can examine the relative importance of large numbers of predictive
variables in explaining the response data (Fink and Hochachka,
2012; Olden et al., 2008). Moreover, custom hierarchical analyses
can recognize and account for the variable and clustered nature
of CS data (Hochachka et al., 2012).

Here, our overall objective is to promote the use of CS data in
conservation ecology and policy by highlighting how issues of data
quality can be addressed using a suite of relatively new statistical
tools. We first provide context by describing the main consider-
ations for identifying and quantifying data quality issues present
in CS data. Second, we explore a number of modeling approaches
available for use with CS data with case examples to illustrate
how specific issues of error and bias can alter understanding of bio-
logical patterns when left unaccounted for. Our perspective is that
CS data has the potential to describe global patterns in biodiversity
and the mechanisms driving change in ecosystems, communities
and species. The inferential capacity to do so rests on the continued
development and use of modeling approaches to identify and cor-
rect for data quality issues.
2. Contextualizing the quality issues present in citizen science
data

Most CS projects recognize the potential issues of error and bias
present when using large numbers of volunteers to collect data.
Volunteer training, data standardization, validation and filtering
procedures reduce potential sources of error and bias before, dur-
ing and after the data are collected (Bonter and Cooper, 2012; Wig-
gins et al., 2011). In fact, studies comparing data generated by
skilled volunteers vs. experts often show comparable estimates
(e.g. Delaney et al., 2008; Edgar and Stuart-Smith, 2009). In spite
of the best efforts of volunteers and researchers, two primary qual-
ity issues may still remain. First, CS data may still be prone to
greater variability, or error, due to differences in the skills, dedica-
tion, and training of volunteer participants. Second, CS data may
contain persistent bias. To address these quality issues, it is neces-
sary to carefully consider the type of response data collected and
how potential sources of error and bias might have been intro-
duced during sampling.
2.1. Types of response data

Central to the design of CS studies is the consideration of what
type of data to collect, as this will influence the kinds of questions
that can be asked, what statistical tools are appropriate, and what
additional information should be collected with each response data
point for analyses (Wiggins and Crowston, 2011; Wiggins et al.,
2011). At the same time, survey design and analysis also should
acknowledge the limitations of data collection. For applications
of CS data to conservation-related issues, inference is generally fo-
cused on describing changes in the locations and abundance of
species, populations, and their associated habitats. Thus, response
data in CS studies generally fall into the categories of presence-
only, presence–absence, or some measure of quantity (such as
abundance, percent cover or biomass), all recorded over time and
space. Which kind of data are collected will depend on the scope
of the study and the challenges associated with collecting the data.

Presence-only data require minimal effort to collect, and are
therefore amenable to many CS applications that aim to recruit
greater numbers of volunteers. However, the lack of information
on where species were absent constrains what questions can be
answered and the types of analyses available (Pearce and Boyce,
2006). Most significantly, presence-only samples are not represen-
tative of where the species (or event) was not found, which limits
the predictive power of inference. For example, consider a walking
club that is recruited to report sightings of a species of bird. In gen-
eral, walkers are more likely to go to aesthetically interesting loca-
tions. Thus, the inferred distribution of bird species based solely on
presence data will be concentrated at sites preferred by humans,
when in fact the real distribution might be uniform in space. As
well, because the amount of effort put into sampling is often di-
rectly tied to the locations of reported presences, any changes in ef-
fort may be interpreted as a change in the true distribution of a
species.

By contrast, presence–absence (or occupancy) data provide
information on the spatial and/or temporal distribution of a spe-
cies, allowing for comparison of a species’ occupancy status be-
tween different areas or times, such as for documenting range
contractions associated with population declines (Tulloch et al.,
2013). Similarly, abundance (or other measures of quantity) data
are required to detect changes in the size of a population. However,
presence–absence and abundance data have their limitations as
well: in many cases, it is difficult to distinguish imperfect detec-
tions (i.e., failing to observe a species that is actually present) from
true absences. Similarly, reported abundances often provide an
underestimate of the true number of individuals present at a loca-
tion. We discuss approaches to dealing with error in each of these
kinds of data in Section 3.

2.2. Random error in citizen science datasets

The aim of much of ecological inference is to attribute variation
in response data to one or more predictors. Random error is the
variation in the response that cannot be described in terms of pre-
dictors. While some of this error may be due to factors of interest,
sampling-related variability can contribute considerably to the ob-
served response data. In the context of CS data, sampling error is
often introduced when observers differ in their ability to detect,
identify and quantify species or events. Mistakes can be introduced
directly in the observation process, through measuring and record-
ing covariate data (such as associated environmental data), or
through variable execution of sampling protocols. If these sources
of variation are not accounted for in a model, then they are in-
cluded in the overall random error, which may obscure trends of
interest. Large amounts of random error may not be an issue if
the trend of interest is strong, but more usually results in more
data being required to detect patterns. Fortunately, the increased
quantity of data from CS programs can sometimes offset this issue,
in contrast to the sometimes-limited quantity of data from more
formal surveys.

Accounting for sources of random error requires measurements
of both meta-data and covariates. Meta-data are measurements or
classifiers related to sampling which help describe variation in
how sampling was performed. As a start, each observation should
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be attributed an observer identifier. This identifier can then be
used to relate metrics (such as observer training, frequency of
involvement, or outside experience) to the response data and con-
sequently quantify the overall effectiveness of a particular observer
(Snäll et al., 2011). Measures of the effort spent conducting each
survey are also useful for standardizing abundance or detection
data (Bray and Schramm, 2001; Maunder and Punt, 2004). Covari-
ates, on the other hand, include factors that are outside the realm
of survey design, but which might still have significant impacts on
the success of sampling. For instance, underwater visibility can
greatly affect visual surveys undertaken by SCUBA, regardless of
whether observers are experts or novices (Edgar and Stuart-Smith,
2009).

2.3. Bias

Random error can be biased or unbiased. In unbiased data, the
random error is centered around zero. Bias occurs when this ran-
dom error is consistently above or below zero due to some flaw
in the data collection or estimation process, resulting in over- or
under-estimates of the mean. There are many different ways bias
can be introduced to a dataset, and identifying the processes which
contribute bias is central to deciding what analytical approach to
take. Here we differentiate systematic and sampling biases.

Systematic bias occurs when repeated measures of the same
process provide consistent over or under-estimates of the true va-
lue. Imperfect detection in presence–absence data and species mis-
identification are examples of bias particularly common with CS
data and they typically lead to incorrect estimates of species abun-
dance and occurrence (Royle et al., 2007). Such biases can be non-
intuitive. For example, in a survey in which volunteers identified
birds from their calls, volunteers that self-identified as experts
were more likely to falsely identify rare species than moderately
skilled observers (Farmer et al., 2012). Another example of mea-
surement bias occurs when divers are asked to estimate fish size.
Typically, the size of small individuals are under-estimated while
the size of large individuals are over-estimated, according to mag-
nification and other factors affecting perception of size underwa-
ter. Either attempting to reduce the occurrence of such bias in
data collection and/or calibration of data prior to analyses can be
used to account for measurement bias. In the case of size estima-
tion by divers, divers can be trained through practice with objects
of known size, and/or size data can be transformed using known
relationships between true and estimated sizes (Edgar et al., 2004).

By contrast, sampling bias occurs when some aspects of the pro-
cess of interest are more likely to be sampled than others, so that
the mean is overly influenced by these samples. One common
source of bias for datasets collected by multiple observers is vari-
ability among observers in their sampling effectiveness. On aver-
age, the mean of measurements made by observers may be
centered on the true value, but some observers may contribute
more samples than others. In cases where observations are consis-
tently over- or under-estimated by a particular observer, then con-
sidering each observation as an independent sample has the
potential to bias the overall estimate of a mean or trend. Also, clus-
tered sampling of a process that is auto-correlated in space or time
(i.e., closely spaced observations are more alike than more distant
observations) can introduce bias, as eventual understanding of the
underlying process is dominated by information from the clustered
areas that may tend to be more similar than if sampling was regu-
lar in spacing (Boakes et al., 2010). For example, bird surveys are
often located in areas that are more accessible, such as sites near
roads, which may in turn be associated with habitats preferable
to certain species or population subsets (Lawler and O’Connor,
2004; Tulloch and Szabo, 2012). Volunteer effort may change over
time due to seasonal windows or declining commitment, making it
difficult to distinguish seasonal patterns from those due to effort
expended (Ahrends et al., 2011; Seys et al. 2002).
3. Modeling approaches

Modern statistical tools present options for accounting for
many types of error and biases. In the following sections, we de-
scribe a variety of such techniques that may be particularly rele-
vant to CS data. We aim to indicate where and why one might
use each tool, to describe the different approaches and illustrate
applications by drawing on examples from the literature. Table 1
provides examples of freely available statistical packages for
implementing many of the approaches we describe in the open-
source program R (R Core Team, 2013). As well, we provide exam-
ples for how error and bias can be accounted for using selected
subsets of the detailed global marine biodiversity dataset gener-
ated through the Reef Life Survey program (RLS, Edgar and Stu-
art-Smith, 2009). RLS uses intensively trained volunteer divers to
quantify the abundance and diversity of fish and invertebrate spe-
cies on replicate 50 � 5 m transects on rocky and coral reefs, using
standardized visual census methods (details provided in the sup-
plementary materials).
3.1. Linear and generalized linear models and extensions

Linear models and their extensions are some of the more widely
used tools for quantifying random error in ecological data. The ba-
sic premise behind their use is that changes in the response data
can be described as a linear function of predictors of interest,
covariates or meta-data, called ‘fixed-effects’. Additive models ex-
tend linear models by allowing non-linear relationships between
predictors and response data through the use of smoothing func-
tions with multiple degrees of freedom (Hastie and Tibshirani,
1990). Put another way, a simple linear model with a single predic-
tor and multiple covariates asks how much a change in that predic-
tor would influence the response data if all other covariates were
held constant. The strength of the relationship between two vari-
ables is summarized as a parameter. Thus, linear models and their
extensions are often used in CS studies to control for sampling-re-
lated covariates when estimating the effects of predictors of inter-
est (Table 2).

Often, a large amount of variation in the response data can be
described using simple relationships. However, the response data
are rarely fully explained by available predictors and covariates.
Any variation that cannot be accounted for using parameters is
modeled as though it were the result of a random process that
can be described using a probability distribution. The goodness-
of-fit of a model can then be described based on this remaining,
or residual, variation in the data using likelihood based methods
such as Akaike’s Information Criterion (AIC).

Basic linear and additive models assume that the response data
follow a normal or Gaussian distribution, which are suited to spe-
cific kinds of measurement data, but may not be suitable for other
kinds of response data. Generalized linear and additive models
(GLMs and GAMs) further extend linear and additive models to al-
low for other kinds of distributions, such as a Poisson or negative
binomial regression for count data, or the logistic regression for
binary data (Zuur et al., 2007). Many CS ecological datasets contain
a large number of zero counts, which can violate the assumptions
of the Poisson or negative binomial distributions. In this case, zero-
inflated models can be useful for analyzing CS data (Arab et al.,
2008). As well, autoregressive regression models, which model
the change in similarity between more distant data points, can
be used where closely-spaced samples are more likely to be similar



Table 1
Statistical approaches and software packages available for dealing with error and bias
in citizen science data.

Method R package Package referencea

GLM Base R core team (2012)
GLMM MCMCglmm Hadfield (2010)

lme4 Bates et al. (2012)
glmmADMB Skaug et al. (2011)

GAMM mgcv Wood (2011)
gammSlice Pham and Wand

(2012)
Geographically-weighted

regression
spgwr Bivand (2013)

Spatio-temporal models stem Cameletti (2009)
Detection–occupancy Unmarked Fiske (2011)
Capture–recapture Unmarked
Bayesian hierarchical R2WinBUGS,

R2jags
Sturtz et al. (2005)

Su and Yajima (2012)
Multiple ML approaches RWeka Hornik et al. (2009)
Mixed-effects trees REEMtree Sela and Simonoff

(2012)
longRPart Stewart and Abdolell

(2008)
Boosted regression tree (BRT) gbm Ridgeway (2013)
Classification and regression tree tree Ripley (2012)

rpart Therneau (2012)
Neural networks nnet Venables and Ripley

(2002)
Richness and other indices vegan Oksanen (2012)
Ordination (NMDS, CCA, RDA) vegan Oksanen (2012)
Indicator species analysis Indicspecies De Caceres and

Legendre (2009)
Modeling detectability mrds Laake et al. (2012)
Species distribution models Biomod2 Thuiller et al. (2013)
BioClim dismo Hijmans et al. (2012)
Bayesian hierarchical SDM hSDM Vieilledent et al.

(2012)
BRT and random forest mapped

predictions
ModelMap Freeman (2012)

a R package citations are available in the supplementary reference material.
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to one another than those that are more distant (Legendre et al.,
2002).

To show how different types of data can be accomodated using
linear modeling, we present a subset of RLS data on sightings of the
urchin genus Holopneustes along the east coast of Australia
(Fig. 1A). We used the counts from the RLS data first as presence-
only data (ignoring sites in which the genus was absent), second
as presence–absence data (ignoring counts of the species within
sites) and third as abundance data. We related each of these three
kinds of response data to the maximum sea-surface temperature at
each site to describe the range of temperatures occupied by
Holopneustes spp. Using presence-only data, we find that the range
occupied by the genus was between 17 and 25 �C (Fig. 1B). In com-
parison, using presence–absence data in a logistic regression mod-
el, we find that the probability of the genus occupying a site
decreases as the sea-surface temperature increases, reflecting its
increasing prevalence at more southern sites in Australia
(Fig. 1C). Incorporating abundance data in a zero-inflated Poisson
model shows that the temperature distribution of the genus dis-
plays two distinct peaks, likely corresponding to the gap between
the core ranges of the two main species in the Holopneustes genus
(Fig. 1D).

While attractive for their conceptual simplicity and broad appli-
cability, GLMs and GAMs have limitations in terms of the numbers
of predictors and covariates they can accommodate simulta-
neously. Thus, an important part of inference using linear or addi-
tive models (and their extensions, Section 3.2) is the process of
determining which model provides the best fit with as few
parameters as possible (Zuur et al., 2007). Where large numbers
of predictors and covariates may be in play, ML approaches may
be more suitable for inference (Section 3.4). As well, linear and
additive models are generally not suitable for presence-only data,
unless used in the context of species distribution models (SDMs;
Section 3.5), an important consideration in the context of citizen-
generated data. GLMs and GAMs are generally unreliable when
the data are heteroscedastic, that is, the variance within the data
is uneven across samples. To account for sampling bias in predic-
tive models, tools such as mixed effects or hierarchical models
are required.

3.2. Mixed-effects models

Where CS data are subject to sampling bias, mixed-effects mod-
els can be a powerful tool. Mixed-effects models include fixed ef-
fects used in linear or additive models with ‘random-effects’ that
estimate the influence of predictors (often groups) that increase
variability in the data but do not affect the mean response. For
example, some observers in a study may have differing sampling
efficiency – i.e., some over and some under-estimating a true value.
A mixed-effects model would assume that if each observer contrib-
uted one sample, the mean of these observations would be cen-
tered on the true mean Zuur, 2009). However, if some observers
contribute more samples than others, the contribution of these
observers would skew the overall average, an effect that must be
accounted for as with pseudo-replication in controlled experi-
ments. Thus, we could use the observer identifiers as an index to
model observer-to-observer variability before estimating the ef-
fects of other predictors in the model.

To demonstrate how sampling bias can influence inference and
one way that this bias may be accounted for using linear mixed-ef-
fects modeling, we provide an example of a dataset with high var-
iability among sampling sites and patchy sampling across latitude.
In our example we plot species richness data of reef fish against
latitude for a subset of the RLS dataset (selected purposely to illus-
trate uneven variance among groups of samples and differences in
the means among sites). In Fig. 2A, we show a dataset that is clus-
tered at two spatial scales; the bulk of the data are from lower lat-
itudes and there is significant site-level pseudo-replication.
Applying a linear model to the data (the nlme package in R (Table 1)
using the function ‘‘lme’’ and fitted using maximum likelihood)
provides a fit (AIC = 3472) with narrow confidence intervals
around the model prediction. However, this narrow interval is lar-
gely an artifact of the large sample size; examination of the resid-
uals shows a large discrepancy between the variance in different
regions, violating the assumption of equal variance required for
linear models (Fig. 2B). Including a random effect at the site level
gives a marginally better fit (Fig. 2C, AIC = 3470), broader confi-
dence intervals and centers the model predictions (Fig. 2D), how-
ever, there is still uneven variance between the high and low
latitude sites that were sampled. Finally by using a variance-
weighting model that accounts for the error structure among the
four dominant regions of the data (Temperate Northern Pacific,
Eastern Indo-Pacific, Temperate Northern Atlantic and Tropical
Eastern Pacific), we arrive at a better-fitting model (Fig. 2E,
AIC = 3381) that does not require the polynomial relationship be-
tween latitude and richness and that properly reflects the amount
of variability in each region (Fig. 2F). We have therefore improved
model fit by taking into account the clustered nature of the data
collection and met the assumptions of the approach.

As extensions of GLMs and GAMs, generalized linear and addi-
tive mixed models (GLMMs and GAMMs) have proven extremely
useful in ecological studies due to their flexibility and predictive
power (Bolker et al., 2009). Thus, GLMMs and GAMMs have been
used in CS data to accommodate observer bias and spatial cluster-



Table 2
Examples of CS studies that have used methods described in the text. For each study, the general class of method is listed, along with the source of the data (CS or otherwise), type
of data and a description of the general class of issue addressed with the modeling approach. We also briefly summarize how the analysis helped inform the study results.

Model type Sourcea Datab Issue Study Findings

GLM CS Size Measurement
error

Butt et al. (2013) Measurements made by volunteers were not significantly different to those made by
experts, after filtering

GLM CS PA Identification Delaney et al.
(2008)

Age and education predicted rates of false identification of invasive crabs

GLM CS A Identification Crall et al. (2010) Volunteers that were more confident performed better at species identifications
GLM CS PA Detection Sunde and Jesson

(2013)
Experienced hunters were more likely to detect rabbits in spotlight surveys

GLM CS Size Bias Edgar et al. (2004) Divers consistently over-estimated the sizes of fishes
GLMM CS P Spatial

clustering
Brunsdon and
Comber, 2012

Onset of spring was shown to gradually advance over time when continental-scale spatial
clustering was accounted for

GAM CS P Spatial
clustering

Fewster et al.
(2000)

GAMMs reveal temporal trend in arrival time of bird species based on volunteer data

GLM CS P Presence-only
data

Parsons et al.
(2009)

Targeted generation of pseudo-absences resulted in presence–absence data suitable for
regression modeling.

GWR CS P Spatial
clustering

Comber et al.
(2013)

Geographically-weighted regressions (GWR) and control data used to infer reliability of
volunteered geographic information

Hierarchical CS PA Detection deSolla et al.
(2005)

Survey effort is related to probability of detecting rare frogs from calls

Hierarchical CS PA False-positive Miller et al. (2011) False-positive rates of bird classification by calls were related to distance, ambient noise and
observer ability

Hierarchical CS PA Spatiotemporal
Clustering

Fink et al. (2010) Modeling effort and detection in space and time led to improved models of species
distribution

Hierarchical DDB A Site-level bias Amano et al.
(2012)

Accounting for site-level effects allowed for more accurate estimation of population trends

Hierarchical CS PA Detection Kery et al. (2010b) Accounting for detection in SDMs led to a 2-fold increase in estimated site occupancy
Hierarchical CS PA Identification Conn et al. (in

press)
Hierarchical modeling allowed for estimation of species misidentification rates in double-
observer surveys

Regression
Tree

CS A Observer error Cox et al. 2012 The differences in community similarity values among data collectors were not important

Regression
splines

NHC P Spatial
Clustering

Mateo et al. (2010) Generating pseudo-absences using targeted rather than random approaches produced more
accurate distribution models

MaxEnt DDB P Spatial
Clustering

Phillips et al.
(2009)

Clustering pseudo-absences at the same scale as occurrence data results in more accurate
distribution models

Diversity CS P Detection Holt et al. (2013) Hierarchical models show that species richness estimates based on roving diver surveys
were higher than those of standardized protocols.

a Data Sources include: Citizen Science (CS), Natural History Collections (NHC), Scientific survey (S), and distributed sampling databases (DDB).
b Data types include: presence-only (P), presence–absence (PA), abundance (A). For each paper we have included a result that shows how the analysis helped improve

inference.

Fig. 1. (A) Occurrence of the urchin genus Holopneustes spp. along the east coast of Australia in RLS surveys. (B) The temperature range occupied by these species lies between
17� and 26�. (C) These species occupied 49 of 2008 surveys, leading to low predicted occupancy rates across the range of temperatures examined. (D) The number found per
site is generally low, to a maximum of 18 individuals, resulting in low predicted numbers per site.
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Fig. 2. Species richness of fish in the northern Pacific decreases with increasing latitude: Analysis by using linear model with the package ‘‘nlme’’ in R (A), linear regression
with random effects at the site level (C) and with variance weighting (E). Predicted richness values (black line) and 95% confidence intervals (gray) are shown for each model.
Residuals of the fitted values for each of the three models are shown in B,D,F. Points are 30% transparent to show areas of high data density.
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ing (Table 2). However as in GLMs and GAMs, the number of
predictors that can be included in models is limited by the amount
of response data available and estimating the influence of random
factors can require a great deal of replication within each factor
level.

Thus, to avoid over-parameterizing the model, inference using
mixed-effects models should include model selection using some
measure of model fit such as AIC (Zuur, 2009). Finally, the assump-
tion that random effects influence the variance but not the mean of
the data ignores the possibility of measurement bias. We also note
that while our example has shown how mixed-effects models can
account for some kinds of sampling bias, systematic bias must be
dealt with using other approaches. Hierarchical models may there-
fore be required to deal with sources of bias that cannot be ac-
counted for with fixed or random-effects models.

3.3. Hierarchical models

Hierarchical models are a good choice for modeling CS data
when the sampling design has some element of systematic bias
that can be measured with data. Hierarchical models are similar
to the models described above in that they are used to estimate
parameters describing the relationship between predictor and re-
sponse data using linear (or other) models. However, in hierarchi-
cal models the parameters themselves may be described as a
function of other predictor variables (Royle and Dorazio, 2008).
For example, in the previous section, we saw how sampling vari-
ability could be modeled separately between regions. As such,
mixed-effects models represent a kind of hierarchical model and
many other kinds of models can be adapted to match the specifics
of CS surveys. Examples of ways to deal with systematic bias in-
clude models for imperfect detection, false-positives, and species
misidentification (Table 2). As well, hierarchical Bayesian ap-
proaches are available to deal explicitly with spatially or tempo-
rally clustered data (Wikle, 2003). Hierarchical models, however,
usually require specific sampling designs to accurately describe
the sampling process (Royle and Dorazio, 2008).

Here, we show how not accounting for imperfect detection in
sampling can result in drastic under-estimates of species occur-
rence. Again, we subsample from the RLS data to investigate how
the presence or absence of the urchin genus Echinostrephus relates
to maximum sea-surface temperature (Max_SST) on the east coast
of Australia. A logistic regression estimates the influence of tem-
perature on the probability of Echinostrephus occurring at a site,
which is highest (�60%) at higher temperatures (Fig. 3).

However, this model ignores the possibility that the urchin may
have gone undetected in some transects. Echinostrephus species are
small, burrow, and are patchily distributed at local scales, meaning
that patches of few individuals may easily be overlooked. Our hier-
archical model takes advantage of the fact that multiple transects
were laid at some sites and employs an occupancy-detection mod-
el (MacKenzie, 2006) to estimate the probability of detecting these
urchins. We do so by assuming that the site-level occupancy of
Echinostrephus is known to be 1 if it is found at one transect within
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a site. From this assumption and the known number of transects
used within a site, we can estimate the probability of observing
the urchin given that it is present. Thus, the observed data at each
site now becomes the outcome of one or two attempts to find the
urchin, with the number of successes determined by both the
product of the probability of occurrence (which we still assume
is related to temperature) and the probability of detecting the
urchin. We fit this model using Markov-chain Monte-Carlo
(MCMC) sampling in the BUGS programming language (Lunn
et al., 2000), and find that by accounting for low detection rates,
the occupancy rate of Echinostrephus is almost double that esti-
mated by the logistic regression (Fig. 3, dashed line).

We note here that in the case of Echinostrephus spp. the detec-
tion rate that we are estimating at the site-level is confounded
with the patchiness of the genus. Thus our example shows how
replication can be used to build a hierarchical model, but also dem-
onstrates how different kinds of error can be additive. In our case,
site-level replication allows for explicit modeling of the observa-
tion process, resulting in a more realistic modeling approach. Sta-
tistical packages are available to perform hierarchical analyses
using similar syntax to well-known linear and additive models (Ta-
ble 1), and the development of more complex models can be
accommodated using the BUGS programming language.
3.4. Machine learning

In cases where many predictor variables are of interest and may
be correlated, ML approaches can be particularly useful (De’ath and
Fabricius, 2000). In CS data, there can be many competing factors
influencing the response data and there is a risk of building models
with more parameters than can be supported by the data. Some ML
approaches bypass many of the assumptions required by the mod-
els described in Sections 3.1–3.3, by ignoring the need for the re-
sponse data to fit any particular probability distribution, though,
options such as boosted regression trees (BRT) may use different
algorithms (and perform better) for different kinds of response
data.

Machine learning approaches use heuristic algorithms to learn
about the most likely relationship between predictors and re-
sponse data (Olden et al., 2008). For example, a classification tree
might split the proportions of observed presences in presence/ab-
Fig. 3. Relationships between estimated occupancy rates and maximum sea-
surface temperature for the sea urchin genus Echinostrephus found in RLS surveys
along the east coast of Australia. Solid line indicates an estimate based on a logistic
regression (LR) between Max SST and occupancy, while the dashed line is the
estimated probability of occupancy from a detection–occupancy (DO) model which
takes into account failure to detect the genus given that it was present at a site.
Gray shading indicates 95% Bayesian credible intervals around the estimated trend.
Points indicate temperatures at which the urchin was (o) or was not (+) found.
sence data based on whether the observer was experienced or
novice. Because these rules are not based on rigid probabilistic
assumptions about the distribution of the response, ML approaches
may be more suited to CS data that were collected under a sam-
pling design that might violate the assumptions of classical exper-
imental design.

Applications of ML are available for presence-only, presence–
absence, abundance and other data types (Table 1). As well, many
ML approaches do not assume that the relationships between re-
sponses and predictors are linear (or even smooth). Many available
methods have been applied in an ecological setting, including clas-
sification and regression trees (CART, De’ath and Fabricius, 2000),
boosted regression trees (BRT, Elith et al., 2008), random forests
(RF, Cutler et al., 2007), artificial neural networks, and genetic algo-
rithms (Olden et al., 2008).

In our example, we use a random forests (RF) approach to pre-
dict the presence/absence of sharks using RLS data. The worldwide
RLS dataset has surveys nested within sites, which are nested with-
in eco-regions. The unmodified RF procedure assumes all observa-
tions are independent, ignoring possible bias due to within-site
pseudo-replication. It is possible to account for non-independence
in the data by aggregating observations up to a higher level (Fig. 4).
The Receiver-Operator Curves (ROC) shown in Fig. 4 show how
aggregating observations at different levels improve model perfor-
mance, with curves that have a greater area under curve (AUC – a
measure of the discriminatory power of the model) providing
greater predictive power. In our case model performance is great-
est when samples are grouped at the site-level, albeit with a reduc-
tion in sample size. Details of the RF approaches and ROC curves
used in Fig. 4 are available in the SOM.

The ROC curves in Fig. 4 were obtained from a cross-validation
technique that is part of the RF method, so that predictions at a
survey are independent from the models developed using a partic-
ular survey. However, predictions at a survey location could be
based on nearby surveys, which could introduce a spatial bias. Con-
sequently the performance of non-aggregated methods could be
over-estimated. In spite of this, the RF method used here shows
how site aggregation can be used to remove pseudo-replication.

A drawback of ML approaches is that they generally do not pro-
vide easy ways to deal explicitly with uncertainty in the model,
data or parameters. As such, it can be difficult to determine the
Fig. 4. Receiver Operator Characteristic (ROC) curves for estimated presence/
absence of sharks found in RLS sites worldwide using random forests (RF) at
different scales. (A) Regression RF on the average presence at an eco-region, area
under the curve (AUC, (95% CI�) = 0.649 (0.62–0.67)). (B) Regression RF on the
average presence at a site (AUC = 0.814 (0.80–0.83)). (C) Classification RF on the
presence/absence at a site, where one survey (with depth closest to 6 m) is sampled
for each site (AUC = 0.78 (0.76–0.8)). (D) Classification RF on the presence/absence
at a survey (AUC = 0.809 (0.79–0.83)).
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reliability of results derived by ML methods that do not provide
confidence intervals or standard errors. BRT approaches have been
developed to allow a more probabilistic style of inference using ML
(Elith et al., 2008). Several novel approaches for dealing with bias
are also being developed, including mixed-effects regression tree
(which allows for hierarchical clustering of the response data) (Sela
and Simnoff, 2012). Another novel approach to dealing with clus-
tered data is a spatio-temporal exploratory model (STEM) frame-
work which breaks the data into discrete but overlapping spatial
and temporal units that are modeled locally (using bagged trees
in this instance) and then aggregated (Fink et al., 2010). Alterna-
tively, pseudo-replication can be accounted for by altering the
bootstrapping step in random forests, so that the bootstrap sam-
pling is at a higher level (Karpievitch et al., 2009). Interestingly,
when this method was used on a dataset that was cluster-corre-
lated as CS data often are, Karpievitch et al. found no difference
in classification accuracy over the unmodified random forest mod-
el, but a significant improvement in predictive ability, a result that
highlights the importance of checking whether particular ap-
proaches are suitable to each dataset.

3.5. Estimating biodiversity

One common aim in many large-scale CS projects is to compare
different habitats in terms of their species composition. Biodiver-
sity indices describe species (and functional/phylogenetic) diver-
sity within ecological communities. Numerous indices are
available ranging from species richness (the number of species in
a site or sample), to more complicated indices incorporating infor-
mation on species’ relative abundances (e.g., Shannon or Simpson),
functional traits (Petchey and Gaston, 2006) or phylogenetic rela-
tionships (e.g., Cadotte et al., 2010).

Some species are more cryptic than others and as a conse-
quence biodiversity indices can be heavily influenced by variation
in sampling and detectability. To account for error and bias in bio-
diversity measures, the calculated indices can be treated as re-
sponse data, as in Fig. 2, and analyzed using approaches such as
linear modeling. Alternatively, error and bias correction measures
can be applied at the species level in a hierarchical model (such
as by using a detection–occupancy model) and the diversity indi-
ces calculated as a derived parameter (Gelfand et al., 2005; Holt
et al., 2013; Kery et al., 2010a).

Various diversity indices also emphasize the contributions of
rare species differently, and the choice of index used may also help
minimize issues of detectability. A simple solution is to choose a
metric that emphasizes abundant species (e.g., Simpson index) to
down-weight the influence of rare or poorly detected species.
Additionally, rarefaction is often used on biodiversity data to ac-
count for uneven sampling effort. Traditional rarefaction generates
species accumulation curves, and then reduces the largest samples
until they are equivalent in size to the smallest (Gotelli and Col-
well, 2001).

New methods employ what is called ‘‘shareholder quorum sub-
sampling’’ (Alroy, 2010) or ‘‘fixed coverage subsampling’’ (Chao
and Jost, 2012), which extrapolate richness outwards and then
scale back based on a measure of sample ‘completeness.’ These
methods are less biased, have ideal mathematical properties, and
minimize the amount of discarded data and sampling effort. Recent
work has extended this framework to include effective numbers,
which are increasingly being used to compare different dimensions
of biodiversity (Chao et al., 2013).

In Fig. 5, we present species richness of fish aggregated within
two RLS sites in New Zealand. The Shortland Bluff site has much
greater richness (S = 54) compared to the Goat Island site (S = 18,
Fig. 5A). Taking the traditional rarefaction approach, we scale rich-
ness back to the fewest number of observed individuals: 68, in the
Goat Island sample. In this case, the estimated richness for the
Shortland Bluff site is approximately equal to that in the Goat Is-
land Site: S = 22 vs. 18, respectively. Taking a coverage-based ap-
proach, we first extrapolate outwards (dashed line, Fig. 5A) and
calculate the coverage, or proportion of individuals in the sample
that belong to species in the sample. Subtracting the coverage from
unity yields the probability that a new species would be found if an
additional individual was sampled, and is equivalent to the final
slope of the rarefaction curve in Fig. 5A. Scaling back to the lowest
degree of coverage (approximately 93%, Fig. 5B), we see that the
estimated richness for Shortland Bluff is now twice that of Goat Is-
land: S = 39 vs. S = 18, respectively. Using the coverage-based ap-
proach, we have used more of the available data, and provided a
less biased interpretation of the difference in richness between
the two sites.

3.6. Species distribution models

Species distribution models (SDMs) use spatial occurrence or
abundance datasets to describe or predict species’ distributions
in unsampled space. The basic premise is to use one of the model-
ing approaches described above to characterize the relationship
between species data and a series of environmental predictor vari-
ables. This model can then be used to predict the likely distribution
of species (or communities) in unsampled space or time (Elith
et al., 2006; Ferrier and Guisan, 2006; Franklin, 2009). A broad
range of modeling techniques are applied to SDMs, including many
of the parametric and ML methods discussed above. Large and
broad-scale datasets such as those collected by citizen science pro-
grams are a natural place to use SDMs as they can be compared
against extensive geographical datasets using GIS. As a conse-
quence SDMs are gaining popularity in conservation ecology (Ash-
croft et al., 2012; Sarda-Palomera et al., 2012).

Given that most SDMs use linear, additive or ML models to
make predictions into unsampled space, it is possible to address
random error and bias appropriate for each method using meta-
data and covariates where possible. However, this approach may
be limited for use in predictive SDMs because the sampling-related
fixed and random effects may not be defined in the space for which
predictions are being made. Occupancy or abundance predictions
can be made by (1) averaging across values for each sampling-re-
lated effect (representing, for example, predictions across the typ-
ical observer or survey period), (2) omitting them (random effects
only) or (3) a combination of the two (Welham et al., 2004). In
practice, however, random error of the kind encountered in CS data
is often reduced as much as possible by screening the data before
analysis. Detection–occupancy modeling has been used success-
fully within SDMs (Kery et al., 2010b) to account for imperfect
detection rates where repeat observations are available. Additional
research is needed on how best to account for observation errors in
SDMs where the underlying data do not have repeat observations
(Monk, 2013).

Approaches for dealing with sampling biases in CS data for SDM
applications have focused on addressing uneven spatial and tem-
poral sampling effort, and include subsampling to reduce the over-
all variability in sampling effort (Segurado et al., 2006), potentially
at the expense of large amounts of data, or down-weighting heav-
ily sampled areas to reduce their influence in models (Dudík et al.,
2005). Alternatively, autoregressive models and other spatially ex-
plicit models may be useful for dealing with these biases (Dormann
et al., 2007). Similarly, hierarchical models can incorporate spatial
structures and extensions of detection/occupancy models are pos-
sible to simultaneously account for both observation error and spa-
tial and/or temporal bias (Gelfand et al., 2005; Latimer et al., 2006).

Predictive SDM models are also available to deal with presence-
only data through programs such as BIOCLIM (Busby, 1991) and



Fig. 6. Predicted probability (and likelihood in the case of presence-only models) of
occurrence of P. unifasciata using three different modeling scenarios; (A) presence–
absence data, (B) presence-only data with pseudo-absences drawn from the study
region weighted by their probability of being sampled based on the distribution of
sampled sites (targeted background) and (C) presence-only data with pseudo-
absences drawn from the study region at random (random background). Arrow
indicates north, and figures have been rotated to optimize space usage.

Fig. 5. Estimated species richness for two sites from the Reef Life Survey: Goat
Island and Shortland Bluff. (A) Traditional rarefaction scales estimates back to
number of individuals in the smallest sample (vertical dotted line). Dashed lines
indicate extrapolated richness (i.e., species accumulation curves). (B) Coverage-
based rarefaction scales estimates back to the lowest level of sample coverage
(vertical dotted line). In both panels, shaded areas represent 95% confidence
intervals.

152 T.J. Bird et al. / Biological Conservation 173 (2014) 144–154
HABITAT (Walker and Cocks, 1991), which calculate the likely
environmental limits of a species. Alternatively, SDMs based on
presence-only data have used entropy modeling (MAXENT, Phillips
et al., 2006) or maximum likelihood (MAXLIKE, Royle et al., 2012)
to generate pseudo-absences to compare against observed pres-
ences in something like a logistic regression. Highly clustered pres-
ence-only data, which are particularly prone to bias, have received
recent attention in SDMs. Presence-only methods such as MAXENT
are particularly sensitive to sampling bias (Yackulic et al., 2013).
Recent work suggests that generating pseudo-absence data that
are spatiotemporally biased in the same way as the observation
data may improve the performance of predictive models (Barbet-
Massin et al., 2012; Phillips et al., 2009). However, care needs to
be taken when interpreting the outputs of presence-only models
as unless additional data on prevalence are available, then models
represent relative (rather than absolute) probability of presence
(Phillips and Elith, 2013).

In Fig. 6 we use boosted regression trees to predict the
occurrence of a common shallow, rocky-reef fish, Parma unifasciata
on the East coast of Australia based on environmental covariates
(Table S1). We take RLS data and create three modeling scenarios;
one where we have presence–absence data (PA), another where we
keep only the presence data (PO) and randomly select pseudo-ab-
sences from all available sites in the study region (random back-
ground) and the third where we use PO data and weight our
random selection of pseudo-absences using an additional model
that describes the likelihood that a site is sampled (targeted back-
ground), thus simulating the biases present in the original dataset
(following Phillips et al., 2009). We generated 100 datasets for each
PO modeling scenario (Fig. S1) and evaluated each against 30% of
the data set aside for validation. Using both AUC and correlations
between predicted and observed presence–absence data, we found
that the presence–absence model performs the best, followed by
the PO model with a targeted selection of background pseudo-ab-
sences, although the values for both PO scenarios are similar and
lower than the PA scenario (Table S2). Maps of the predicted distri-
bution of P. unifasciata show that it is most likely to occur in the
center of the study region in all models (Fig. 6). Probability of
occurrence is also relatively high in the PA model at several north-
ern sites (Fig. 6A), which, relatively speaking, is captured better by
the targeted background PO model (Fig. 6B), and may account for
more of the original bias in sampling site distribution than the
PO random background model (Fig. 6C).
4. Recommendations

There is great potential for the use of CS data as a mainstream
tool to address the important ecological and conservation
questions of our time. However, in order to do so, researchers will
need to consider some basic principles of data collection, manage-
ment and analysis. Taking an overview of recent techniques used in
research based on CS data (Table 2) and incorporating the
advice found in Zuur et al. (2010), we have extracted a few
recommendations.

First, working with both statisticians and volunteers will help
build an understanding of the likely constraints around sampling,
and may require some trial and error. Given the broad array of pos-
sible modeling approaches available, it is important to consider the
main issues with the dataset, how they will affect the question
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being asked and then to choose the best method to deal with those
issues. Ideally researchers using CS datasets would design their
sampling program to collect that data needed to account for such
issues ahead of time. At the same time, the design of CS studies
must meet the needs of the question being asked, while acknowl-
edging tradeoffs between data quality and quantity that are likely
to occur with CS data.

Next, it is vital to record data on aspects of the environment or
survey execution (such as observer i.d.) that are likely to influence
the results. While standardized data collection procedures will
help ensure that volunteers are, to the best of their abilities, col-
lecting data in the same way, true uniformity in sampling is unli-
kely. Recording meta-data can also help account for pseudo-
replication due to clustered sampling.

Finally, where measurement bias is a potential issue, it is
important to consider whether it is possible to collect data that will
allow characterization of this bias. Using such data, it may be pos-
sible to use validation approaches within data collection, or hierar-
chical modeling to correct or account for such bias. Useful
procedures might include re-sampling areas with known quanti-
ties, using training datasets, or performing multiple-observer
surveys.

In closing, the challenges associated with analyzing CS dat-
abases present an exciting opportunity for collaboration between
statisticians and conservation scientists. We anticipate the devel-
opment of novel statistical approaches and survey designs that will
break new ground in overcoming some of the problems we have
outlined in this paper.
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